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Abstract—This full paper of the research-to-practice category
addresses the problem of organizing instructional materials and
assessment activities in e-learning courses and their effects on
learning outcomes. Usually, the teacher organizes the course
sequence according to his didactic-pedagogical strategies and
expects this help to guide the student through his learning process
in the course. However, unless restrictions are imposed, students
may choose to follow different paths than those indicated in the
material’s organization. A question emerges from this context:
what are the impacts on the students learning outcomes when
they take learning paths other than expected by the teacher? In
Virtual Learning Environments, student’s interaction with course
materials can be stored in the so-called event logs. With the
support of Educational Process Mining, it is possible to track the
path of how and what specific actions students perform during
learning, resulting in process models and historical statistical
information. This paper aims to present the application results
of PM techniques to verify the students learning paths in an
introductory programming course. We used a Moodle event
log containing 24605 events collected from 73 undergraduate
students. For experiments, we divided this original log file into
five other segments of datasets among passed and failed students
variations. Techniques to obtain statistical information, Heuristic
Miner algorithm to process discovery, and other techniques were
applied from the implementations available in ProM Framework
and scripts based on PM4Py library. The results showed that
overall approved and failed students took different paths and
event numbers to perform activities in the course. Besides,
we obtained control-flows and frequencies of the activities and
connections, thus making it possible to identify the dependencies,
which resources started or ended the process, among other
things. The analysis of these results provides general and specific
information on students’ learning paths and can help teachers
observe students’ behavior patterns and progress.

Index Terms—Process Mining, E-learning, Learning Paths.

I. INTRODUCTION

The use of e-learning has increasingly been encouraged and
disseminated, not only for distance learning courses but for
presential and blended-learning courses as well. According
to [1], e-learning is a learning process that makes use of
information and communication technologies in order to create

different courses, distribute learning content, allows communi-
cation between students and educators and, of course, manage
learning. Those who defend the usage of e-learning mention
as main benefits: the possibility of learning anywhere and any-
time; the possibility of studies personalization and feedback;
the encouragement and respect of the student autonomy in the
self-regulation of their learning processes.

Several studies have been showing data that describes the
growth of e-learning. For example, in a recent study about
open and distance courses in the world [2], shows that the
enrollments in distance learning have been growing year after
year and have grown faster in emergent economies.

The Learning Management Systems (LMS) have been the
main type of software adopted in e-learning and among then
stand out Moodle, BlackBoard, EDx, and others. The LMS
are composed of several tools that allow the organization of
content and assessment activities and also provide synchronous
and asynchronous communication between course participants.
Several works have studied the characteristics of these LMS
in relation to student and teacher engagement [3] and also
satisfaction in relation to e-learning [4].

In addition to the LMS functionalities, an important aspect
of e-learning is the design of the courses, that is, the way
in which the contents and activities are organized. Usually,
the teacher organizes the course sequence (content, activities,
communication) according to his didactic-pedagogical strate-
gies to guide the student in his learning process in the course.
However, unless restrictions are imposed, the LMS allow stu-
dents to choose to follow different paths than those indicated in
the course organization. A question arises from this context:
what are the impacts on student’s learning outcomes when
they follow different learning paths than those expected by
the teacher?

In the LMS, the interaction of the student with the course
materials can be stored in the so-called event logs. These log
data have the potential to reveal in a complete way (start-to-
end) the student’s behavior based on how the contents and



activities were accessed and performed by him, i.e., the steps
taken during the studies in the e-learning. This revelation can
be achieved with the usage of Process Mining (PM) techniques
whose basic idea is to extract knowledge from the event
logs recorded by an information system [5] [6] [7]. Thus, it
seeks the confrontation between such event logs (i.e., observed
behavior) and process models (elaborated by a specialist
or automatically discovered). In the field of Education, the
application of PM is conceptualized as Educational Process
Mining (EPM).

The objective of this paper is to present the results of the
application of PM techniques to verify students learning paths
in an Introduction to Programming course. The course was
conducted in the Moodle platform, and the data was obtained
from its event log. The article is organized as follows: section
II describes the fundamental concepts of PM and EPM and
also describes some related works; section III describes the
methods used to conduct the experiments; section IV presents
the obtained results and discussions; and section V sets out
the final considerations.

II. BACKGROUND

This section aims to share the main concepts and formalisms
necessary to understand this work. In addition, the section
presents some related works.

A. Process Mining

PM aims to explore event logs in a meaningful way to
provide information, identify bottlenecks, anticipate problems,
recommend countermeasures, optimize processes, etc. To do
so, it focuses on data that allows tracking the time and
causality of activities, obtaining events that are imperceptible
to specialists and are not handled by the common machine
learning algorithms [5] [6] [7]. Formally, the entry to the PM
is the event logs generated in the information systems. Each
log record is related to an event and each event corresponds to
an activity performed, in such a way that the event log must
present a sequential relationship between the events. Also,
there may be other additional information in the logs that
can also be useful, such as date and time (start and/or end),
resource (people or device that performed the activity), among
others. The event logs are described and defined by some basic
attributes, the first two being the minimum necessary to obtain
a model, namely:

• Case – corresponds to the input elements which are
defined as central analysis objects;

• Activity Name – corresponds to the activities or actions
performed and that generate events in the event log;

• Timestamp – identifies the date and time of events in the
event log (start and/or end records);

• Resource – identifies those who perform actions in the
event log (can be a person or device, for example).

The steps of activities performed in each Case create a
Trace, which is described by an ordered sequencing of events
(activities), considering that each event is unique and it is
related to only one activity (Activity Name). In this context, an

event log is described by N Cases C (log = C1, C2, C3,. . . , CN),
in which each one can generate a Trace T with up to M types
of events E (T = EType1*, EType2*, . . . , ETypeM*), obviously
respecting a sequence of performed events and according to the
Control-Flow generated by the model. In addition, repetitions
(*) of events can also occur, if there are loops or return paths.
For example, see the supposed event log snippet below, in
which there are N Cases and their respective Traces described
by up to eight types of events E (a, b, c, d, e, f, g and h):

• Cases: 1, 2, 3, 4, 5, . . . , N;
• Trace: [<a, b, c, d, e, h>, <a, d, c, e, g>, <a, c, d, e, f,

b, d, e, g>, <a, d, b, e, h>, <a, c, d, e, f, d, c, e, f, c, d,
e, h>, . . . , <a, b, c, d, e, f, g, h>].

Note that the first Trace, which is <a, b, c, d, e, h>,
corresponds to a sequence of activities performed by Case
1, characterized by a » b » c » d » e » h. The same logic can
be used to represent the sequence of the other Traces.

For the application of PM, there are three main types of
sets of techniques that can be used from event logs and
models [5] [8]: (a) Discovery, which is a technique that has
as input an event log (a log file) and produces a process
model without using any prior information; (b) Conformance,
in which an existing process model is compared with an event
log belonging to the same process to verify whether the reality,
as recorded in the log, it is in conformity with the model and
vice versa; (c) Enhancement, whose main idea is to extend
or improve an existing process model using information about
the real process recorded in some event log.

Moreover, there are different perspectives of application that
can be considered and adopted [5], such as:

• Control-flow, which focuses on the order of activities;
• Organizational, which focuses on information about hid-

den resources in the log;
• Case, which focuses on the properties of the cases;
• Time, which is concerned with the timing and frequency

of events.
To evaluate a model obtained by Discovery algorithms,

some quality criterion can be used, based on measurements
corresponding to four dimensions, or forces, whose values lies
between 0 and 1. They are: Fitness, Precision, Generalization
and Simplicity [5] [9] [10].

• Fitness: quantifies the extent to which the discovered
model can reproduce Traces from the event log;

• Precision: shows the proportion of the behavior repre-
sented by the model that is not seen in the event log, i.e.,
dealing with overly general models (underfitting);

• Generalization: shows how much the model will be able
to reproduce the future behavior of the process and can
be seen as a measure of confidence in precision;

• Simplicity: captures the complexity of a process model
in terms of readability and interpretation of its structure.

B. E-learning and Educational Process Mining
The e-learning systems allow collecting records correspond-

ing to all events, actions and activities of students at dif-
ferent levels of granularity, from low-level events, such as



keystrokes, gestures and mouse clicks, up to higher levels such
as sequences of activities carried out, including learning paths
based on principles of Self-Regulated Learning, differences in
frequencies in events, among others [11] [12] [13].

EPM makes it possible to map students’ behavior based on
their paths when accessing content and carrying out activities
in a course through an LMS. Thus, the EPM can be used
by educators to better understand students learning habits, the
factors that influence their performance and the skills acquired,
creating and analyzing models of educational processes that
represent the observed behavior [1] [14] [13] [12].

The models discovered by EPM can be used to better
understand the underlying educational processes, to detect
learning disabilities early, to generate recommendations for
students, to assist students with specific learning disabilities, to
provide feedback to students, teachers or researchers etc [15]
[16]. In addition, the EPM allows examining which specific
actions students have taken and check the category of actions
on certain activities [17]. It is also possible to perform con-
formity analysis procedures, checking if a previously modeled
behavior corresponds to the observed behavior [18].

The representation of the EPM on the scenario of an e-
learning can be positioned as Fig. 1, in which the elements
that participate in an educational domain are shown, which are
capable of generating events performed by the interactions of
students in the Virtual Learning Environments (VLEs). These
log records create the event logs, used as input for any of
the three types of PM, i.e., Discovery, Conformance and/or
Enhancement (or, in this case, called Extension). Thus, the
results obtained from the generated process models can be
analyzed.

Figure 1. Types and components of PM positioned in the field of Education.

The EPM, as a method, can open up new ways of ana-
lyzing students learning behavior and problem-solving [19].
However, the implementation of PM can be considered an
interdisciplinary challenge, requiring subject matter experts,
item developers, psychometrists and computer scientists to
work together to extract, aggregate, model and interpret the
data accordingly. In this regard, the authors at [20] correctly
emphasize that the comprehensibility of a model is a central
objective of education due to the transfer of knowledge that
this implies. The interpretability of graphics, models and visual
representations by teachers and students makes the results

essential for monitoring the learning process and providing
feedback.

C. Related Work

This section presents and discusses some works related to
this research. They are grouped according to their purposes:
how to explore event logs, student behavior and results, PM
integration with LMS, and design of LMS and courses.

[20] organized a tutorial showing how to explore event
logs collected in the Moodle LMS and obtain process models
containing more or less frequent paths and activities relative to
the number of execution occurrences. In this work, the authors
brought as a proposal to facilitate the interpretation of results
by teachers the segmentation of an event log, given that large
data sets result in complex models for a teacher or student to
interpret.

In [21], the authors also used group segmentation (course
weeks) of an event log from a Massive Open Online Courses
(MOOCs) to explore the relationship between learning behav-
ior and progress. The results of the group analysis indicated
that students who regularly watched successive videos in
batches performed better on learning outcomes. However, the
results indicate that this behavior is much more related to the
order in which the videos were viewed than to real-time.

[19] present a research that describes how to use event
logs to analyze individual behavior in an online educational
assessment and track students’ skills to solve tasks. In short,
this work has shown, for example, how to examine and
visualize human-computer interactions based on log paths
using directed graphs and also how to group student response
forms to find different behavior patterns in problem-solving.

[22] describe a model to capture the temporary nature
of student behavior in an Open-ended Learning Environment
(OELE). These systems usually include recording mechanisms
that track users’ activities as temporary sequences, making it
possible to analyze the relationships between their behaviors
(over time) and performance. Behavior modeling can con-
tribute to the development of early warning systems to predict
students at risk while a course is in progress and to personalize
e-learning environments [23].

The work described in [17], dealt with an approach to the
evaluation of self-regulated learning in groups of students,
on Moodle logs. As a result of the application of the EPM,
this work obtained that, in general, although the approved
students do not exactly follow the guidelines of the teachers
(requirements), they follow the logic of a sufficient self-
regulated learning process, in opposition to those who failed.
The work described in [24] sought to discover and analyze the
patterns of behavior performed by students with higher scores
in contrast to those with lower scores.

Also applying EPM over Moodle event logs, the authors
in [1] have shown that detailed analysis of student behavior
is possible through statistics and individual cases of student
event sequences. In this sense, patterns of variations in student
behavior were obtained by identifying, for example, typical
behavior of active or inactive students.



The investigation presented in [25] analyzed the student
modeling task based on their operation records using sequen-
tial stock mining techniques from a statistical value of the
total number of operations performed, specifically based on
the order of time (Timestamp) and the correlation between
actions.

The approach brought up in [14] was that the analysis
of educational trajectories using PM techniques could help
explain the relationship between a sequence of academic
results and late dropout. These authors created path models
in courses with high failure rates, aiming to understand the
process that leads to the late abandonment of a given course,
through the analysis of students’ paths, identifying similarities
and differences.

The study presented in [26] showed that using PM from
Moodle data requires several stages that are not easily under-
stood directly by teachers, requiring some form of automation.
In this sense, they developed an application that successfully
performed the pre-processing of the event log and that allowed
displaying the results as a Control-flow analysis tool.

In order to facilitate the use of EPM by teachers, the
research described in [27] showed an application to integrate
the Moodle event log data with PM activities, especially to
facilitate pre-processing, also having some specific function-
alities in the handling of the event log, in order to help the
user to obtain statistical information, as well as to carry out
some exploratory data analysis.

Finally, [3] investigated the LMS structure requirements
that affect user engagement, focusing on the important design
factors that influence this engagement with the LMS e-learning
tools.

III. METHODS

The educational processes mining performed in this study
used data collected from an “Introduction to Programming”
course of an undergraduate course in Computing at a public
university. The course was conducted at Moodle LMS for 12
weeks, in the blended-learning modality with the participation
of 73 students. The students were monitored by 3 teachers
and 3 tutors, carried out activities with weekly deliveries,
obtaining feedback on all deliveries. In addition to watching
video classes and studying the texts, each student should
perform quiz-type activities and also programming activities
with automatic or manual evaluation (Virtual Programming
Laboratory). The assessment procedures included 3 in-person
tests.

The log file obtained from Moodle, related to this class,
originally had 85759 event logs described by seven attributes,
namely: IP Address, Timestamp, Student Name, Event Con-
text, Component, and Event Name. The IP Address attribute
was disregarded (deleted). The Timestamp attribute contains
the time when the activity was completed. The Student Name
identifies the user who performed the action.

The last three attributes, together, characterize which item
of the course the student accessed and what was his action
on that item. Event Context contains the title of the item

accessed, for example, the title of a quiz: "S01-04A-Java-
Sequential Structures". Component specifies the item type, for
example, Task, Quiz, VPL, or Lesson. Event Name indicates
the action performed on the event, for example, viewed, edited,
or uploaded. These attributes (Event Context, Component, and
Event Name) make it possible to visualize a hierarchy shown
in Figure 2: level 1 corresponds to the Component attribute,
level 2 indicates the Event Context, and level 3 is related to
the Event Name.

This hierarchy is related to a sequence of events when
designing the course. First, the teacher selects the type of
activity (Component), which is considered level 1. Then the
teacher defines the activity with its specific content, giving it
a name (Event Context), which is considered level 2. Finally,
the student performs the actions in the activity (Event Name),
that is, level 3.

Figure 2 shows a schematic representation of the three levels
and their relationship to the concept of trace, formed by a
sequence of several events carried out by the student.

Figure 2. Attribute levels for specific analyzes.

Several occurrences that were not necessary for the study
were removed, such as: exclusion of 88 from the 139 elements
originally belonging to the Event Context attribute (remaining
51 elements), 9 from the 15 elements of the Component at-
tribute (remaining 6 elements) and 33 from the 51 elements of
the Event Name attribute (18 elements remaining). The order
of removals started with the Component attribute, followed by
Event Context and Event Name. Thus, the original event log
has been reduced to 24334 events described by 6 attributes.

The Student Name was defined as the “Case” and the
Component as the “Activity Name”. The Timestamp attribute
is used by the algorithms so that they can determine the order
of events.

Inspired by other studies that used segmentation of the
data set, the original event log was separated into two other
data sets: one containing 44 students who passed the course
and the other containing 29 who failed. In addition, three
other segments were extracted to support other analyzes: two
referring to week 3 of the course (U03), also separating
approved and failed students, and one containing the approved
students with final grade A (maximum grade). Therefore, five
data sets were used for the experiments and analysis of results.

The Fig. 3 presents a summary of the general scheme used,
in which are shown the Log_passed (log of approved students
events containing 20294 events), the Log_failed (log of failed



students events containing 4040 events), the Logs_passed_U03
(containing 2765 events), the Logs_failed_U03 (containing
667 events) and the Logs _passedA (containing 8285 events).
Regarding the complete event log (Log_all), the EPM was
applied only to gather some general information as a basis for
the analysis of the results obtained for the 5 segments.

Figure 3. Scheme of the event logs for experiments and analyzes.

The Student Name attribute was defined as the Case attribute
and the Component attribute as the Activity Name. The
Timestamp attribute is used by the algorithms so that they
can determine the order of events.

For this work, the configuration of the event log was
defined by the association of the Student attribute as Case and
the Component attribute as Activity Name. In addition, the
prospects for the application of the EPM occurred on Case,
Control-Flow (represented by the process models) and Time
(specifically regarding the frequency of activities). In addition,
the type of PM executed was Discovery.

The Discovery algorithm used was the Heuristic Miner
(HM) [28] [29] [5], using scripts developed in Python with
support of the PM4Py library. In addition, techniques were
applied to obtain statistical information from the event log
(both via the ProM Framework and the developed Python
scripts).

IV. EXPERIMENTS AND ANALYSIS OF RESULTS

We present below the description of the experiments and
respective analyzes on the 5 data sets: log of the approved,
log of the failed, log of the unit 3 (separated into approved
and failed) and log of approved with grade A.

In general, the events present in the course log are related
to 6 activity-types, namely: Virtual Programming Laboratory
(VPL), Quiz, Lesson, Upload Files, Tasks and Forum. It is
important to highlight that the first two activities were manda-
tory (assessment) and the others were optional. Although not
mandatory, the Lesson activity was highly recommended, as
in theory, the student should first study the lesson and then
carry out the assessment activities.

A. Full event log
The complete event log (Logs_all) is described by 73

students (Cases attribute) and 24334 events. The first event
took place on a Monday, June 10, 2019, at 6:23PM and the
last, on a Friday, October 27, 2019, at 11:02PM.

Each student performed an average of 333 events, in which
the smallest amount being 2 and the largest being 1003. In
addition, the majority of students predominated their paths
on average over 4 activity-types, considering that 2 were
mandatory and 1 highly recommended.

The Table I presents a summary of the distribution of
occurrences of the 6 activity-types.

Table I
DISTRIBUTION OF OCCURRENCES OF THE 6 ACTIVITY-TYPES.

Activity-Type
(Level 1) Occurrences Qty Activity

(Level 2)
Qty Actions

(Level 3)

VPL 13560 25 6
Quiz 8656 15 4
Task 119 3 1
Lesson 1741 7 4
Upload Files 248 3 2
Forum 10 1 1

Among the activity-types, the VPL was the one that most
generated occurrences (13560), followed by the Quiz (8656)
and after Lesson (1741). The second and third columns show
the number of activities (level 2) and actions (level 3). For
example, VPL has 25 exercises (level 2) and 6 record options
(level 3), such as: edit, evaluate, send, check a submission,
check a description and delete. The same reasoning can be
done for the other activity-type (level 1).

Understanding this type of scenario (level 1, 2, and 3)
is important, as some or many of these level 3 internal
activities may not be critical to the analysis. For example,
in the case of VPL "evaluate" (level 3) could be considered
the most important option, since it indicates that the student
required his/her submission to be evaluated. However, for other
analyzes, it may be important to check how many times he
has used the edit option without necessarily submitting or
evaluating. It all depends on the objectives to be established
in the analyzes. For this, it is important to have a complete
view of the activity-types, activities, quantities, and so on.

B. Event Log subsets

The results of the EPM applied to the event logs separated
from the students that were approved (Logs_passed) and failed
(Logs_failed) started from historical information according to
Table II.

Table II
GENERAL DATA THAT CHARACTERIZES THE EVENT LOGS OF THE

APPROVED AND FAILED STUDENTS.

Logs_passed Logs_failed

Cases 44 29
Event classes 6 6
First event Mon, jun-10-2019, 18:23 Mon, jun-10-2019, 19:04
Last event Sun, oct-27-2019, 23:02 Wed, oct-23-2019, 23:26
Mean events 461 139
Min events 146 2
Max events 1003 391



In the subset of the approved students, it was identified that
they performed, on average, 5 of the 6 possible activity-types.
This same group has one or more students who performed
the largest number of events (= 1003). The lowest number
of events performed by those approved was 146 records.
Among the group of failed students, the average was 4 activity-
types performed and this group also includes the student
who performed the least number of events (= 2). Another
discrepancy is the average of events performed, whereas the
approved had an average of 461, the students who failed had
an average of only 139.

Complete process models can be obtained through the HM
algorithm, in which it is possible to visualize a Control-flow
of all activities, connections and number of occurrences, such
as those presented by Figures 4 and 5. In this algorithm,
some parameters can be configured indicating threshold values
that imply, for example, the cuts of the generated models.
Depending on the values used, activity-types and events can
be cut from the model. In this study, the models were generated
with threshold values that allowed to obtain the complete set
containing all the activities and connections of the process (pa-
rameters="dependency_thresh": -1, "and_measure_thresh":1,
"dfg_pre_cleaning_noise_thresh":0.0).

Figure 4. Process model of Logs_passed generated by HM.

Figure 5. Process model of Logs_failed generated by HM.

These process models are formed based on the set of Traces
of all students in each group. Each Control-Flow generated

shows the possible activities and connections described by
the respective event log. Graphically there are two nodes
created artificially by HM, one called the source (on the top
- green), which represents the distribution of the beginning
of the students’ paths by the activities, and another called
the sink (bottom - pink), which represents the distribution of
the end of the paths. For example, in Figure 4 the source
node directs three connections to the activity-types performed
initially: VPL (6), Lesson (25) and Quiz (13). The values
contained in the edges indicate how many students started for
a given activity. Thus, in the group of approved, 25 students
(57%), out of a total of 44, started their actions by accessing
the Lesson activity-type.

In Figure 5, the source node indicates that students from
the group of failing students also started their actions by the
same activity-types: VPL (4), Lesson (13) and Quiz (12). In
this group, 13 students (45%), out of a total of 29, started their
actions by accessing the Lesson activity-type. Both in Figure
4 and in Figure 5 it is also possible to see the connections
between activity-types nodes (Activity Name attribute) by
means of directed arrows between them, in addition to the
values that express the number of occurrences. For example,
in Figure 4, starting from the node Lesson, 419 events
(occurrences) went to VPL and 625 continued to another
Lesson.

The first step of the HM algorithm includes calculations of
causal dependencies between pairs of activities. For this, the
HM considers only the order of events in a Case (student), and
not among the Cases, using the Timestamp of the activities to
calculate the ordering.

Therefore, the values of causal dependencies measure how
much a dependency relationship exists between pairs of activi-
ties X and Y (denoted by X =>W Y ), based on the frequency
in which the activities occur in sequence. In this case, if one
activity is always followed by another, it is likely that there is
a probable dependency relationship between the two activities.
For this, it occurs by building a dependency graph represented
by a matrix, whose values are calculated according to the
Equation 1 ( [28] [29]), where −1 <= (X =>W Y ) <= 1 e
X >W Y is the number of occurrences of connection X and
Y.

X =>W Y =
(|X >W Y | − |Y >W X|)

(|X >W Y |+ |Y >W X|+ 1)
(1)

The analysis of this matrix can show some student habits
and eventually indicate to teachers reformulations in their
didactic sequences. The results obtained from the application
of the Equation 1 vary between -1 and 1. The closer to 1, the
greater the causal dependence. Thus, a high value of causal
dependence (positive value close to 1) is directly related to a
greater distance between X >W Y e Y >W X (in reverse).
That is, if in the opposite direction the value is close to zero,
the result will be a greater causal dependence in the direction
X >W Y .

The Table III shows the casual dependence values of the
Control-flow of students in the group of approved ones (see



Figure 4). In the table the three highest values are: (a) 0.625
–Task » Quiz; (b) 0.5666 - Lesson » Task; (c) 0.4821 - VPL
» Task. It should be noted, however, that 0.625 was obtained
from a low number of occurrences: 6 occurrences of Task »
Quiz). As there was only 1 occurrence in the opposite direction
(Quiz » Task), the result was relatively high (in the direction
of the value 1): 0.625. Obviously, it is up to the teacher to
interpret this meaning (high or low) from his expectations
in relation to didactic strategies. The second highest value
(0.5666) was obtained from 23 occurrences (Lesson » Task)
and 6 occurrences in the opposite direction (Task » Lesson):
((23 - 6) / (23 + (6 + 1)) = 0.5666.

In the context of this experiment and considering the
established didactic sequence, there was an expectation of high
causal dependence between Lesson » VPL, that is, the student
studies Lesson and then performs the VPL activity (writing
and program evaluation). According to Table III the value for
Lesson » VPL is 0.1064, that is, a value far from the limit 1
obtained by: (519 - 419) / (519 + (419 + 1) ) = 0.1064. In
fact, it is noted that the distance between the two directions
is only 100 occurrences (519-419) and it is not possible to
identify a dependency. Thus, a deeper dive into the data (level
2 and level 3) is necessary for a better analysis, that is, just
analyzing the dependency table based on level 1 seems to be
insufficient.

Thus, it does not seem possible to state, based on these
results, that sequences of pairs influenced a successful trajec-
tory of students. For example, based on the values presented,
what can be observed is that the student follows the activity-
type "Task" to "Quiz" (0.625), and from "Lesson" to "Task"
(0.5666) and so on.

Table III
CAUSAL DEPENDENCY MATRIX OF APPROVED STUDENTS.

Quiz Lesson VPL UpFile Task Forum

Quiz 0.0 -0.2470 0.2108 -0.3571 -0.625 -
Lesson 0.2470 0.0 -0.1064 -0.25 0.5666 -0.2857
VPL -0.2108 0.1064 0.0 -0.4166 0.4821 0.4

UpFile 0.3571 0.25 0.4166 0.0 -0.39 -
Task 0.625 -0.5666 -0.4821 0.39 0.0 -

Forum - 0.2857 -0.4 - - -

The symbol ’-’ indicates that there is no connection.

To stipulate a sequence, which must include more than one
pair of activities, an order can be created by aggregating the
pairs. The first step is to define which activity to start with, but
there is no defined rule for this. For example, you can choose
an activity at random or by choosing one of the activities that
were used to start the process. Note that through the Control-
Flow of Figure 4, it is possible to start the sequence by
the "Lesson" activity. The next step is to follow the highest
values of causal dependence between the pairs. In addition,
it is necessary to define a size limit for this sequence to be
stipulated, otherwise an infinite loop occurs.

Thus, limiting the size of the sequence to five and starting
from "Lesson" we have: the highest causal value is "Task"

(0.5666); followed by "Task" the highest value is "Quiz"
(0.625); from "Quiz" the highest value is "VPL" (0.2108);
and from "VPL" the highest is "Task" (0.4821). At this point,
we have a return to the starting point (Task). This is one of
the possible sequences, starting with "Lesson", which in theory
should be the beginning of all students: "Lesson » Task » Quiz
» VPL » Task" .

Some activity-types that appear in the sequence may not be
in accordance with the expected didactic sequence. Thus, it
should be considered in the analysis that a pair of activities
with relatively low frequency could be discarded. For example,
in this sequence “Lesson (23) » Task (6) » Quiz (367) » VPL
(41) » Task, the values 6, 23 and 41 can be considered low,
when compared to 367 (Quiz » VPL). Therefore, this five-fold
sequence may not be the main one. These values are also low
when checking the number of occurrences in the pairs Lesson
(419) » VPL and Lesson (267) » Quiz.

Thus, a strategy could be to consider values belonging to
a segment that contains the main activities over a period or
a more specific group, whether they are characterized by the
high value of occurrences and/or by the degree of importance,
defined by the teacher, for each activity-type, in the didactic
sequence of the course.

In order to dive a little deeper into the data and better
understand the results, we processed and analyzed a subset
containing only the data from one unit (U03). The U03
addresses the content of “Repetition Structures” and occurs
at an intermediate point in the course, at a time when possible
dropouts probably already occurred. In addition, this content
is covered two weeks before an in-person exam. It is worth
remembering that the activities of each unit of the course had
weekly deadlines.

The Table IV presents a summary of the actions of students
who passed and failed in the scope of U03. These values
emerged from 2765 events generated by students who passed
and 667 of those who failed. Note that 100% of those approved
registered events in that period, with an average of 63 events
performed, with a minimum of 13 and a maximum of 220. As
for those who failed, only 65.5% performed U03 activities,
with an average of only 13 registered events, with a minimum
of 1 and a maximum of 90.

Table IV
GENERAL HISTORICAL STATISTICS OF U03

Logs_passed Logs_failed

Cases 44 19
Event classes 4 4
Mean events 63 35
Min events 13 1
Max events 220 90

Obviously, during the U03, it was not yet defined which
students would pass or fail. However, with this type of analy-
sis, a projection could have been made on those students who
would not be performing the activities, as well as which path
they would be taking between the activities. As for finished



classes, as in the case of the event log under study, it is possible
to verify the characteristics of the trajectory performed by
each group, either through Control-flows and/or by Traces. For
example, through Traces, you can select one or more students
with good final performances and thus compare them with
those with lower performances. Figures 6 and 7 show the
process models obtained via HM for each student subgroup
(pass and fail) during the U03.

Figure 6. Process model extracted via HM of the 3rd week of the approved
students.

Figure 7. Process model extracted via HM of the 3rd week of the failed
students.

It is valid to take into account, for the purpose of propor-
tional frequency comparisons, that during U03 the students
had as internal activities (level 2) 3 Quizzes, 3 VPL, and 1
Task. In view of this scenario, most of the students of the
two groups started their processes through the Quiz activity
and ended in VPL. However, those who passed were more
frequent in the VPL activity (59%) and those who failed were
more frequent in the Quiz activity (54.4%).

Although VPL and Quiz activities were highlighted in
relation to their frequency values, the Task activity was also
important throughout the trajectory of students in the discipline
process during U03. In this case, based on the fact that a high
value of X =>W Y results from a large gap between the
values of X >W Y and Y >W X (Equation 1), and observing

the obtained process models (Figures 6 and 7), it is possible to
verify that for the approved students the connection of the pair
VPL » Task has a value that may be relevant in a causal de-
pendency observation (V PL >W Task = 0.7222). For those
who failed, despite a positive value (V PL >W Task = 0.25)
the dependency was much lower.

Note that among those who were approved, 26 (59%)
performed the Task activity-type, while the same activity was
performed by only 5 (26%) among those who failed. In
addition, the occurrences of Task can be associated exclusively
with those of Upload Files, since this happens only for Task.
Thus, the pair Task + Upload Files for those who passed were
represented with 81 occurrences and for those who failed with
just 15. It is also worth noting that for each Task, only 1 record
is counted for each student in the event log, while for Upload
Files it can be more than one.

The trajectory of students at U03 can be verified by the
occurrence values in each internal activity of level 2. Each
one corresponds to the 3 exercises proposed for VPL (L1, L2
and L3), the 3 for Quiz (Q1, Q2 and Q3) and 1 for Task
+ Upload Files (TU). For the group of approved students,
L1, L2 and L3 were the most accessed, with 728 (26.66%),
467 (16.9%) and 436 (15.77%), respectively. Still among those
approved, the other activities account for Q1 with 328 (11.68%
of occurrences), Q2 with 416 (15.04%), Q3 with 309 (11.17%)
and TU with 81 (2.92%). For those who failed, the most
accessed were L1 with 134 (20.09%) of occurrences and Q1
with 133 (19.04%), followed by Q2 and Q3, both with 115
(17.24%) and TU with 15 (2.25%). These values show some
differences that may represent the focus of students during
U03 and consequently analyze a projection for the course
of the discipline. Note that the approved students dedicated
themselves to the three VPL activities, which are limited to
the practice of programming using language. Those who failed
dedicated themselves only to the first exercise (L1), focusing
on the internal Quiz activities (Q1, Q2 and Q3).

Obviously, it may be feasible to consider internal activities
of level 3. For example, in VPL, there are six possibilities of
operation for each activity of level 2 (L1, L2 and L3), namely:
submission deleted, submission edited, submission evaluated,
submission uploaded, submission viewed, and description
viewed. This means that, if the interest is, for example, to
analyze the operations that really indicate a reality of the
practice of the exercises, then it would be worth highlighting
those related to editing (edited), submitting (uploaded) and
evaluating (evaluated). Thus, from this perspective, 61% of
those approved and 49% of those who failed dedicated them-
selves to this practical cycle for L1, for L2 56% of those
approved and 44% of those who failed and for L3 61% of
those approved and 52% of those who failed.

It is also possible to design a process model to be considered
ideal, based on student segments with optimal performance
results, for example, considering all units and all students
approved with final grade A, which supposedly made a sat-
isfactory path. In this case, all (= 16) performed 5 of the
6 possible activities. In all, 8285 events were performed by



the students, with an average of 518 per student. The lowest
number of events performed by any student was 327 and the
highest 1003. This means that they were very active, based
on Table II. Regarding activities, 56.25% of them started the
process for Lesson and 61.38% focused on VPL.

V. FINAL CONSIDERATIONS

This study aimed to apply the EPM to verify the learning
paths made by students in an Introduction to Programming
course. For this, we used a course log file, obtained from
the Moodle platform with 85759 events that were reduced
to 24334 events described by six attributes. From this, five
subsets were generated and four process models were obtained
using the Heuristic Miner algorithm. Then, these models were
analyzed, together with of other statistical informations. The
results showed that the students follow different paths from
those planned by the teacher.

We concluded that generating each process model consider-
ing the perspectives of Control-Flow, Case, and Time, together,
enabled a better understanding of the different paths revealed.
This understanding was expanded with the use of the hierarchy
technique, advancing in more profound levels of the log (levels
1, 2, and 3). The analysis of a specific period also proved
to be promising. It should be noted that in traditional PM
activities are treated as ordered tasks based on established
business models. However, in the MPE, the actions of each
student in the course can be quite different, even if the teacher
has previously established an ideal order.

As limitations, we highlight that this work did not consider
the students’ prior knowledge in the analyzes. We understand
that this can be an essential element of learning difficulties
and can affect students’ trajectories.

As future work, this research intends to design an archi-
tecture to support the teacher’s work in the analysis of these
learning paths to better plan or redesign their course.
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