Design and Assessment of Virtual Learning Environments to Support STEM Learning for Autistic Students
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Abstract—This paper discusses the design of Virtual Learning Environments (VLEs) in helping students with autism learn Science and Engineering concepts. The VLEs were created for middle and high school students; subsequently assessment activities were conducted to gain a better understanding of the impact of such VLEs. The learning environments were created using various interfaces and immersion levels; these included haptic based interfaces and fully immersive 3D environments. These VLEs introduced students to concepts in Robotics and Manufacturing. Initial assessment findings have demonstrated the positive impact of such cyber learning techniques and environments.
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I. INTRODUCTION

In this paper, the focus is on the design of Virtual Learning Environments (VLEs) and its potential to teach science and engineering concepts to autistic students. Virtual Learning Environments (VLE) are special types of Virtual Environments [28, 29] which are computer graphics intensive and use Virtual Reality (VR)/Augmented Reality technology.

Virtual Reality (AR) can be considered as one of the emerging technologies which can support learning in autistic children [24-26]. VR based learning and training environments have been used in surgical training and education [6, 7, 8, 9]. VR based engineering approaches have been the focus of numerous research efforts including manufacturing and other domains [30]. VR based simulation environments have played a key role in design of advanced cyber-physical frameworks for manufacturing as well as for process analysis [8]. Other researchers have noted the potential of VR based learning environments to help autistic individuals lead productive and meaningful lives [17, 18, 27, 28]. For example, in a preliminary study, researchers have highlighted the potential of VR based environments to help autistic children on how to safely cross a street [27,28]. In a NRC study [31], it was noted that computer graphics based simulation and VR based environments hold potential for teachers to engage students while improving understanding of scientific principles in domains ranging from environmental science to physics [32-97] including treating disorders and phobias [98-112].

Autism Spectrum Disorders (ASD) refers to a wide range of mental disorders of the neurodevelopmental type. ASD includes autism and Asperger syndrome. Autism can be characterized by difficulties in verbal/non-verbal communication, social interaction and repetitive behaviors [1]. The latest data from the Center for Disease Control and Prevention (CDC) show that about 1 in 54 children have autism [2]. The number of autistic children has been increasing over the last decade. In 2012, about 1 in 88 children were diagnosed with Autism. The causes of autism have been long linked to genetic, environmental or neural disorders. Recent studies show that autism is a complex disorder caused by several factors which often co-occur [3, 4]. Due to the difficulty in communication, a large number of autistic individuals remain unemployed [5]. Autistic children undergo mild to severe difficulties in learning under the traditional classroom atmosphere. In order to overcome this, autistic children need alternate ways of learning.

In [14], a non-immersive Augmented Reality (AR) game was designed for students with special needs. A 2D quiz game was developed in VR where players could try to answer multiple-choice questions with incrementing difficulty to learn mathematics in [18]. This game was tested simultaneously on general student population and special education students to compare the response to the quiz answers. An AR game based framework was created in [15] to group the objects as animal or fruit type to assist the learning process of children with intellectual disabilities. In [16], an experimental setup was created for training autistic students to recognize various objects using AR technology.
In [11], a study using VR in education was conducted which received positive feedback from both students and teachers. Students were excited about the interactive aspects of VR as it allowed them to independently explore and learn within a safe environment. Studies [9, 10, 12, 13] have indicated that sound, text, visual cues and 3D play a positive role in the learning process of autistic individuals. Research has also indicated that the use of avatars [22, 23] and haptic based simulation interactions [19-21] are effective in engaging non-autistic students.

II. DESIGNING THE VLEs

VLEs can also be described as 3D VR/AR based environments in which users can interact at multiple levels of immersion: non-immersion, semi-immersion, full-immersion. Immersion is the degree of interacting with the virtual environment by the user with the help of controllers, keyboard and haptic devices.

An information-centric model was created to understand the process of designing and building the VLEs. The information modeling-based design approach has been previously used in the design of VR based simulators for surgical training, manufacturing, space systems among others [6-9]. An information-centric model of this underlying process was created using the engineering Enterprise Modeling Language (eEML).

In the information-centric approach, the entire process of designing and building the VLE was subdivided into five phases (entities). The focus was on understanding and modeling various attributes of the entities and their functional and temporal relationships with each other. These attributes can be categorized as follows:

a. Data or information needed to complete a task and major constraints (termed as Influencing Criteria IC)
b. Software, physical and other resources need to complete a task (termed as Performing Agents PA)
c. Final/intermediate outcome of a given task or process (termed as decision Outcomes DO)

The information model depicting the process of creation of VLE is shown in Fig. 1.

The five phases in the design and development of these learning environments were modeled from an information-centric perspective using eEML (Fig. 1). A discussion of these phases follows.

Phase 1 (E1): Formulate Learning Objectives

In this phase, the project team identified the overall project objectives along with the assessment goals. The project team included an educational psychologist, virtual prototyping (3D modeling) experts, and software engineers. In this project, the overall objective was to study the design process involving the creation of the VLEs along with investigating the impact of such VLEs in helping autistic students learn science and engineering. The assessment approach (involving the format of the pre- and post-tests) were also discussed during this first phase of the process. The software tools, immersive and haptic technology mediums/platforms to be used in the creation of the VLEs were also identified.

Phase 2 (E2): Design the VLEs

Before starting to design the learning environments, the scope and specific learning objectives for each of the various topics were identified. The emphasis was on supporting an ABA based learning approach where students were rewarded for positive learning behavior including use of reinforcers (such as congratulatory messages, display of fireworks and playing computer games). The learning topics in each module (e.g.: robotics, manufacturing, etc.) were identified along with the

![Fig. 1: An eEML based information centric model to understand the process of creation of VLEs](image-url)
corresponding simulation scenarios to support the specific learning objectives. The type of immersion supported in each of the learning scenarios within each learning module was identified. These could be fully immersive (created on a platform such as the Vive™, Fig. 2) or support a haptic interface. The content of each module was divided into specific learning scenarios; this was identified through discussions between the educational psychologist and the software design/development team. The type of cues to be introduced (oral, text, etc.) and the sequence of learning various concepts in increasing levels of complexity were also identified in this phase of the process.

**Phase 3 (E3): Build the VLEs**

The VLEs were built using Unity 3D software and C# programming language. The CAD models were created using Solidworks™ CAD tool. Each module had an oral and visual introduction to the learning topics and objectives. Visual, text and voice cues were provided throughout the interactive learning sessions. For each target concept, several learning examples were provided with the emphasis on interacting with the 3D scene using either the immersive controllers (Fig. 2) or a haptic device (Fig. 4).

**Phase 4 (E4): Collect feedback/Modify the VLEs**

An educational psychologist interacted with each module of the VLEs and provided crucial feedback in various aspects such as learning objectives, interaction methods, use of visual and oral cues, among others. During the interactions, suggestions were provided such as adding more introductory content, re-wording the questions, adding additional segments, modifying the layout and adding more interactive components. After receiving the feedback, appropriate changes were made in the VLEs. This was a cyclic process and the psychologist interacted with the VLEs multiple times until all the appropriate modifications were completed.

**Phase 5 (E5): Perform Learning Interactions**

Learning assessments were conducted in which autistic students of different age groups and grades participated. They were consented and accompanied by their parents to interact with the VLEs. For both pre- and post-tests, the students could answer verbally, point to answers on the screen or write them. The students were first introduced to the concepts and performed a pre-test to assess if and how much they already know about the concepts. Subsequently, the students proceeded to interact with the VLEs. Finally, they performed a post-test to assess what they have learned from VLEs. They performed post-test multiple times until they could grasp all the concepts in each learning module.

### III. THE CREATION OF THE VIRTUAL LEARNING ENVIRONMENTS

Several VLE based modules were developed (built) for autistic students to teach concepts in assembly, robotics, density, manufacturing and path planning.

A view of a student interacting with a VLE using the Vive immersive headset and controller is shown in Fig. 2 (this medium is referred to as fully immersive as the student’s reference to the real world is completely removed).

![Fig. 2. A student interacting with the VLE using the Vive immersive headset and controller](image)

Medical and educational specialists agree that children with autism and teens learn best using Applied Behavior Analysis (ABA) [113-115] which follows a single subject experimental analysis of behavior design. The long term interest is to throw more light and assess patterns and technology preferences that influence learning behavior. Research has consistently shown that positive reinforcement, as opposed to negative reinforces (or penalties) punishment, is the most effective method to teach an individual a desired behavior [116, 117]. Positive reinforcement provides opportunities for reward when participants perform desired learning behaviors. For example, when teaching a child to match the correct computer action to a computer-based request, every correct application earns the student reinforcement. Some children may need an extrinsic reinforcer (such as a token or playing a computer game the student likes); others may gain reinforcement by a computer display of fireworks or some other visual experience they receive after successfully completing a learning task. Other children may be intrinsically motivated solely by the computer learning experience itself and feel reinforced by successful completion of the computer learning task itself.

This research extends our earlier study involving the creation of VLEs to teach students density and fundamental assembly related concepts [9, 13]. Based on feedback and assessment from that study, modifications to content and mode of interactions were implemented. In this paper, the focus of interest is the design of additional VLEs with the scope of learning extended to include additional density modules, several thrusts in assembly (including learning concepts related to advanced concepts such as sequence and precedence constraints), advanced robotics, introduction to manufacturing and space systems (introduction to NASA’s Moon Mission and related concepts in path planning and assembly). A discussion of the process involving the design and creation of VLEs is also provided in this paper. A summary of the assessment activities including the role of positive reinforcers have also been discussed.

A discussion of the VLEs follows.

#### A. Assembly Modules

The assembly modules introduced the students to the basic concepts of basic concepts of assembly, sequence and precedence. The VLEs were developed for two platforms; (i) fully-immersive platform and (ii) non-immersive platform with a haptic interface. The students interactively explored assembling various objects such as a bike, parts of a satellite
and a horse carriage using both the immersive and haptic platform. The students are also introduced to concepts such as assembly sequence and precedence conditions. Fig. 3 shows a view of a learning scenarios where a teaching avatar guides a student to explore assembly concepts using a toy horse carriage as an example.

![Fig. 3. A view of an assembly learning scenario for the horse carriage example](image)

**B. Density Modules**

The Density VLEs extended our earlier learning scope [9, 13] to include additional relationships and properties related to flotation, and comparisons of density properties of various materials (such as wood, metals, plastic). The VLEs support both types of interfaces – fully immersive and haptic platforms. Students explored picking up and dropping block of different materials such as wood, plastic, aluminum and steel into different liquid mediums (oil, water, etc.) and observe resulting behavior (do they float or sink.). In the advanced level, they were exposed to calculating density as a ratio of mass to volume. In the assessment activities, students were asked to calculate, comment, explore and compare the density of different materials they interacted with.

**C. Robotics Modules**

The robotics modules introduced the students to various types of robots and assembly concepts. In the introductory modules, they were introduced to two types of robots: (i) Cartesian robot and (ii) Axial robot. The different directions of movement or axis were introduced using simple pick and place tasks; the movement of the robot arms could be controlled using an immersive interface. For the Cartesian robot, an assembly work cell was created; basic concepts such as the functions of joints, grippers were highlighted using interactive examples with the help of a teaching avatar for both robot configurations. The interactive sessions involved students using a controller and perform various tasks such as controlling the movement of the gantry robot to perform various tasks including using the gripper to pick up and place a target part in a required destination while navigating along a specific axis and avoiding obstacles to reach the destination or to complete a specific assembly task. The learning modules had a user-friendly interface which enabled controlling the robot to move along x, y and z axes using menu options to move left, right, up, down, forward and backward. The instructions were color-coordinated to control the movement of the various robotic joints on the gantry frame.

Text and voice cues were provided in this module for the student to interact with the gantry and for part movement. An oral and text-based introduction was provided to explain the functioning of the robot and its various components at the beginning of the learning session.

**D. Manufacturing Modules**

In this set of modules, the students were introduced to concepts of manufacturing such as drilling. Drilling is a process of removing materials in a target solid or part. The VLEs were developed for two platforms; (i) fully-immersive platform with a haptic interface (fig 5) and (ii) non-immersive platform with a haptic interface (fig 4). The students interacted with a virtual drill in the VLE using either of the two platforms. As drilling is a process where a user needs to exert a certain force to drill a hole, the force-based feedback from the haptic device (fig 4) can provide an added realism by provide a limited amount of force feedback to students using the haptic device. The interactive learning activities involved introducing the basic process of drilling (material removal) and other tasks involving creating specific shapes and patterns using a virtual drilling tool. The students were provided instructions in the form of text-based cues and a 3D **avatar**. In Fig. 4, a view of a student interacting using a haptic device and drilling a virtual hole (as part of the interactive sessions) is shown. In Fig. 5, a view of the 3D layout is shown where a student is interacting using a haptic interface while wearing the 3D headset (Vive platform) to create a circular pattern (the target pattern to replicate is on the left; only the computer screen can be seen without the student and the haptic device).

![Fig. 4. A student interacting with the non-immersive haptic based VLE for drilling](image)

![Fig. 5. A view of the fully-immersive haptic based VLE for creating a circular pattern](image)

**E. Medical Assembly Modules**

In this module, the students were introduced to concepts of assembly using a medical surgical context. The medical surgery context assembling plates using bolts (which were to be used for surgical applications). The emphasis was on assembling objects with a higher level of complexity with the help of both voice and text cues (fig 6).
In these modules, the students were introduced to the concepts of path planning and assembly using NASA’s Deep Space Mission contexts (pertaining to the Artemis 2024 mission to land on the Moon). VR and AR modules created as part of a 2020 NASA X-Hab Challenge project [119] for university students were scaled down in complexity and content and used for these learning activities. Students were first introduced to NASA’s Gateway (which is a large habitation/control structure that will be flying around the Moon during the mission); subsequently, the interior of the Gateway was used as a context to introduce the students to path planning and assembly/service tasks. In the path planning module, the students were exposed to the general notion of avoiding obstacles using a sparsely populated room for several scenarios of varying numbers of objects and obstacles. They subsequently were introduced to various parts of the Gateway’s interior and introduced to path planning with a goal of developing multi-segment straight line paths around obstacles and reaching a specific destination (Fig. 7). They also interactively transported payloads within the Gateway using the Vive platform’s interfaces (controller and headset). In a second module, the students were introduced to assembly/disassembly and service concepts using a laptop; in the first part of this session, an avatar performed the various steps (Fig. 9) while describing the various components and steps to be completed using various tools (such as a screwdriver); subsequently, guided by an avatar, the students disassembled parts of a laptop (as part of a service task to replace a defective memory board), replaced a memory board and then re-assembled the laptop; assistance from a teaching avatar was provided during the learning interactions along with text cues. After the interactions, interactive assessment tasks were conducted focusing on learning of concepts as well as being able to complete assembly and path planning tasks. Fig. 7 and 8 shows views of some of the interactive path planning and conceptual assessment scenes.

**F. NASA Moon Mission related modules focusing on Path Planning and Laptop Assembly:**

The assessment activities had 2 thrusts: (a) assess learning impact (viz. did the autistic students learn the concepts they were exposed to? How many repetitions did they need with the learning environments?) (b) what was the impact of the Applied Behavior Analysis (ABA) based positive reinforcers on the learning activities? During all learning interactions, positive learning behavior was emphasized through congratulatory messages and rewarded through positive reinforcers. For these interactions, the participants were allowed to select their preferred learning reinforcement from a menu of reinforcers (the successful completion of a learning activity resulted in their obtaining this reinforcement or reward). Examples included tokens that when collected earned the student a choice of activities (such as giving them an opportunity to play a computer game, try to assemble a robot, or create computer based art). Assessment of learning was through pre- and post-test questions (this included providing answers within the VR based environments as well as through paper responses). A total of eight autistic students were involved in this study; four from middle school (grades 6, 7 and 8) and four from high school (grades 9 to 12). A pre-test was conducted before the start of each learning session (for each of the learning modules) with all participants. Subsequently, after each of the participants had completed their learning sessions with the VLEs, a post-test was conducted (using the same set of questions as the pre-test). A breakdown of the assessment activities is provided below for each of the learning thrusts (a total of 15 VLE modules were created).
Assembly VLEs:
Eight students interacted with the Assembly VLEs (4 middle school students, 4 high school students). Among the middle school students, 3 autistic participants were able to understand the target assembly concepts in the first round of learning interactions; a fourth participant needed an additional round of learning interactions for the same concepts. Among the high school students, three students were able to demonstrate an understanding of all concepts after one round of interactive sessions with the VLEs; the fourth students needed two rounds of learning interactions. 

Density VLEs:
Six students interacted with the Density VLEs (2 middle school students and 4 high school students). Among the middle school students, only one student was able to understand all the concepts in the first round of learning interaction. The second middle school participant and all the high school participants needed two rounds of interactions with the VLEs to understand the targeted concepts. One of the participants was not able to grasp the concept of density as a ratio of mass to volume. Feedback obtained indicated that additional interactive sessions may have to be created to highlight the variations in properties of materials as well as for calculating density in terms of mass and volume. 

Drilling and medical assembly VLEs:
Two high school students interacted with the manufacturing module, which introduced them to the fundamentals of drilling (e.g.: what is the drilling process, what are the essential tools used, what shape features can be produced by these tools, etc.). In the medical assembly module, the students were introduced to more advanced assembly concepts and processes involving a surgical plate assembly (used in orthopedic surgery). Both the students demonstrated learning of related concepts and were able to complete interactive assessment tasks in the first round of learning interactions. 

NASA Moon Mission related modules focusing on Path Planning and Assembly Service:
Two middle school and two high school students participated in these learning interactions. All the participants were able to grasp the target concepts in the first round of learning interactions for both the modules. An ABA based approach was used to support and encourage the learning interactions. For the majority of the participants, interacting with a 3D computer based learning environment acted as positive reinforcement itself. Three of the high school participants did not want additional reinforcers and were able to complete their learning interactions without such additional reinforcers (in essence, the 3D based graphics environments acted as the positive reinforcement itself). One of the high school participants elected (as a reinforce) to create computer based art twice during the learning interactions (other reinforce options included completing a VR based assembly of a robot, playing VR games, surfing the web using a tablet). Two middle school participants chose to play VR based computer games (wearing headset and controller). One of these middle school participants played one computer game before coming back to completed his last set of learning interactions successfully, A second middle school participant was able to complete the learning interactions after playing two different computer games. Additional data involving a larger number of autistic students needs to be collected to study the impact of such reinforcers.

V. CONCLUSION
This paper discussed an innovative approach involving the design of Virtual Learning Environments (VLEs) in teaching science and engineering concepts to autistic students. Information-centric engineering principles were adopted to design and build the VLEs. Several VLEs were created to support science and engineering learning among school students including introducing them to density, robotics, assembly, path planning, manufacturing and space systems. The project team included an educational psychologist, virtual prototyping experts and software engineers. Assessment studies were conducted including pre and post-tests for the various learning modules; these included multiple choice questions posed inside the VR environments as well as interactive tasks each student had to complete related to each module’s target learning concepts.

The primary outcomes of this research indicated that the VLEs can help autistic students learn science and engineering concepts. However, some autistic students may require multiple interactions with the learning environments. The role of positive reinforcers needs to be studied more comprehensively. The initial results indicate the possibility that the VR based learning environments itself may act as reinforcers. However, for some of the autistic students, additional reinforcers may be helpful in encouraging them to continue their learning interactions. In the future, we plan to conduct more comprehensive studies including a larger group of participants.
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