
Research on Parallel Computing Teaching: state of
the art and future directions

Thiago de Jesus Oliveira Duraes
Dept. of Computer Systems / ICMC

University of Sao Paulo
Sao Carlos, Brazil
duraes.tjo@usp.br

Paulo Sergio Lopes de Souza
Dept. of Computer Systems / ICMC

University of Sao Paulo
Sao Carlos, Brazil

pssouza@icmc.usp.br

Guilherme Martins
Dept. of Computer Systems / ICMC

University of Sao Paulo
Sao Carlos, Brazil

guilhermemartins@usp.br

Davi Jose Conte
Dept. of Computer Systems / ICMC

University of Sao Paulo
Sao Carlos, Brazil
daviconte@usp.br

Naylor Garcia Bachiega
Dept. of Computer Systems / ICMC

University of Sao Paulo
Sao Carlos, Brazil

naylor@usp.br

Sarita Mazzini Bruschi
Dept. of Computer Systems / ICMC

University of Sao Paulo
Sao Carlos, Brazil
sarita@icmc.usp.br

Abstract—This research full paper identifies how the teaching
of parallel computing has been developing over the years. The
learning of parallel and distributed computing is fundamental for
computing professionals, due to the popularization of parallel
architectures. Teaching parallel computing involves theoretical
concepts and the development of practical skills. Its content is
dense and comprises different disciplines in computer courses.
Although there is growing concerned about this type of teaching,
the organization and depth of parallel computing teaching
at universities change widely. The available literature on the
teaching of parallel computing shows some experiences about
how to teach parallel computing; however, it is not easy to
determine the state of the art with challenges and gaps. Our
objective is to identify essential aspects related to the teaching
of parallel computing as methodologies, supporting resources,
subjects taught, the satisfaction of students with learning and
curricula. We carried out a systematic mapping to extract
information from the literature, which is composed of three
phases: planning, conduction, and reporting. We initially selected
819 papers from the Scopus, IEEE, ACM, and Google Scholar
databases. After a previous analysis, we performed a full read of
94 papers. The use of different teaching methodologies appears in
the publications, however, the traditional teaching methodology
still is the most used. There is a small number of students
in parallel computing courses, a concern of different authors.
Educational software or hardware resources are reported, with
software proposals corresponding to most of them. The teaching
of parallel computing at the beginning of undergraduate courses
appear in different papers. This paper contributes to research
in teaching parallel computing, pointing out the state of the art
of this area, highlighting challenges that should be the focus of
investigations.

Index Terms—Education, Parallel Computing, Systematic Re-
view, Educational Methods, Educational Resources

I. INTRODUCTION

Continuous advances in parallel architectures and parallel
programming models make it possible to use parallel comput-
ing in different areas of knowledge increasingly. Multi and
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many cores are available in affordable equipment at lower
and lower costs [1], [2]. In this context, the market requires
computer professionals with Parallel Computing skills and
competencies to develop computational solutions that explore
the hardware and parallel software available [3], [4].

Despite this need, it is clear from the available literature
that the number of students interested in learning parallel
computing is below expectations [1], not being compatible
with market demand [4], [5]. Contributing to this scenario
is the amount of content taught in parallel computing, the
organization of curricula in computing courses, and the lack
of adequate educational resources for the complexity of the
subject, which involves theoretical knowledge and practical
skills of developing parallel software for different platforms.

IEEE and ACM for a decade have pointed to the importance
of adapting the curricula of different computing courses to this
reality and identify parallel and distributed computing as one
of the main Knowledge Areas for computing courses [6], [7].

Specialists in the teaching of parallel computing are devel-
oping research to improve this scenario on different aspects,
such as teaching methodologies and techniques, computational
resources, and changes in course curricula. Despite these
initiatives in the area, it is not easy to determine its state of the
art with future directions and open challenges when searching
for papers.

Thus, this paper identifies how the teaching of parallel com-
puting has been developing over the last years. Our objective
is to identify essential aspects related to the methods and
techniques to teach parallel computing, educational resources,
subjects taught, curriculum, and the satisfaction of students to
learn parallel computing.

We carried out a systematic mapping based on Kitchenham
[8] to extract information from the literature. We gathered
819 papers from Scopus, IEEE, ACM, and Google Scholar
databases. After a previous analysis, we performed a full
read of 94 papers, and present conclusions regarding the state



of the art of the parallel computing teaching, showing gaps,
challenges, and directions.

The remainder of this paper contains the organization below.
Section II presents related work. Section III describes the
research method used in our Systematic Mapping. Section IV
presents our results, describing the scenery and gaps for the
parallel Computing teaching. A discussion about our findings
is presented in Section V. Section VI describes the threats to
validity. Finally, Section VII concludes the paper.

II. RELATED WORK

Fernández et al. [9] present a literature review related to
the training of supercomputing focusing on positive effects
of High-Performance Computers (HPC) on educators and re-
searchers. The authors used the 34 best-ranked papers of 136,
to answer research questions mainly related to the organization
of subjects on supercomputing, adaptations in curricula, use of
problem-solving training, and qualification of teachers.

Soares et al. [10] developed a systematic mapping (in
Portuguese) about teaching parallel programming in under-
graduate courses. The authors analyzed 83 papers to answer
four research questions about teaching methodologies, learning
difficulties, languages, and year or period that students study
parallel programming.

Unfortunately, we could not find other reviews or surveys
related to the teaching of Parallel Computing beside these
two above papers. The focuses of them are different from our
research since we look for broader answers about the teaching
of parallel computing.

We do not restrict our search to parallel programming
teaching but open the scope to parallel computing. We also
do not analyze the effects of parallel computing on educators
and researchers. We aim in this paper to characterize the
teaching of parallel computing by describing and classifying
primary studies. In this sense, we present papers approaching
mainly methods and techniques to teach parallel computing,
educational resources, topics taught, and changes in curricula.

III. RESEARCH METHOD

The research methodology used followed the systematic
mapping proposed by Kitchenham [8]. Initially, the re-
search questions were defined according to the PICO model,
an acronym for Population, Intervention, Comparison, and
Outcomes [11]. This model, widely applied to the health area,
contributes to the research question to keep the focus on
the problem under investigation and facilitates its evaluation.
In the PICO model the Problem component delimits the
individuals or groups of interest for the study, Intervention
represents the actions of interest for the research, Comparison
establishes a standard to compare with the results obtained,
and Outcomes defines the expected results.

For the investigation presented in this paper, the com-
ponents PICO were defined as follows. Problem refers to
the descriptions found in the literature on the teaching of
parallel computing in undergraduate courses in computing.

Intervention is the actions taken for teaching parallel com-
puting that we want to analyze. The Comparison was not
applied in this investigation, and Outcome is the state of the
art of parallel computing teaching, considering characteristics
such as teaching methods and techniques, contents, curricular
structures, educational resources, evaluations employed, and
the impact of the research developed.

The described PICO model guided the definitions of the
search strategies and the research bases used [12]. The key-
words and their synonyms were chosen because they are
broader for the parallel computing teach context. The term
concurrent is sometimes used analogously to the parallel one,
and because of this, we also included it.

The term ”Parallel Architecture” was not included in this list
because it is associated with computer architecture, which does
not belong to the scope of this study. Despite this, the search
for teaching initiatives in parallel or concurrent computing did
not exclude the teaching of parallel hardware, when it appeared
in the papers found.

The search string was created based on this process:

(“parallel computing” OR “concurrent computing” OR
“parallel programming” OR “concurrent programming”)

AND (“teach” OR “educational resource” OR “ER”)

The databases searched with this string were Scopus, IEEE
Xplore, ACM Digital Library, and Google Scholar, [12].
Searches in the four databases surveyed were carried out in
the second half of 2019 and returned 1,157 papers, 338 of
which were replicated (see Table I).

TABLE I
PAPERS OBTAINED BY EXECUTING THE SEARCH STRING IN THE

DATABASES.

Database Results
Scopus 413
IEEE Xplore 307
ACM Digital Library 294
Google Scholar 143
Total with replications 1,157
Total without replications 819

The selection of relevant works, obtained from the
databases, was based on inclusion criteria (which indicate that
a paper can be included in the list of publications to evaluate)
and exclusion criteria (which justify the elimination of a paper
from the final list). The inclusion and exclusion criteria are
presented below.

A. Inclusion Criteria

• IC 1: Publications related to the teaching of Parallel
Computing

B. Exclusion Criteria

• EC 1: Publications not related to the teaching of parallel
computing;

• EC 2: Unfinished research papers (ex.: abstracts, call for
papers and short papers);



TABLE II
DATA COLLECTED FROM PUBLICATIONS FOR FURTHER ANALYSIS.

Attribute Description
Index Numerical index for reference
Date Data extraction date
Author Authors’ names
Title Title of publication
Year Year of publication
Abstract Summary extracted from the study itself
Keywords Keywords extracted from the study itself
Source Where the study was published
Database Database where the publication was obtained
Type Publication type (journal paper, book, conference paper,

workshop paper)
Approach What methodology and resources are used
Technol-
ogy

What technologies (frameworks, APIs, languages) are used

Conclu-
sions

What are the conclusions and impact of the publication

• EC 3: Grey literature, such as reports (technical, research,
project and others), working papers, government docu-
ments, and white papers;

• EC 4: Publications with a language different from En-
glish;

• EC 5: Publications not available for reading or data
collection. Material not reached by search engine or
accessible only through payment.

• EC 6: Replicated publications.

The application of the inclusion and exclusion criteria con-
sidered three phases, which allowed the incremental reading
of the works, selecting them recursively according to these
criteria. In Phase I we selected 177 papers filtering only the
titles and abstracts of them (without considering repetitions).
In Phase II, we collected 134 papers reviewing the results and
conclusions, and in Phase III, we selected 94 papers to perform
a full reading. Three researchers analyzed the papers in these
three phases, in order to validate the process and avoid bias
in the paper selections. A total of 725 papers were excluded
in the three phases.

The extraction of data for further analysis was supported
by a form, available in Table II [8]. All data are available at
http://tiny.cc/map results.

C. Research Questions

Research Questions (RQ) guided the search that we made
on the selected papers. Our primary (and general) research
question is: How has the teaching of parallel computing been
developing over last the years in undergraduate courses in
Computer Science? We defined the following sub-questions to
determine the state of the art of specific aspects as methodolo-
gies, supporting resources, curricula, subjects taught, types of
evaluations, and the satisfaction of students with the learning.

• RQ1: What educational methodologies and techniques
apply to the teaching of parallel computing? The RQ1
aims to identify the different methodologies that stand
out in the literature for teaching parallel computing, such
as traditional, PBL (Project or Problem Based Learning),

Gamification, Collaborative Learning (by Peers or Team-
Based Learning), among others.

• RQ2: What educational resources have been applied to
the teaching of parallel computing? Educational resources
for teaching parallel computing are the focus of RQ2,
whose objective is to find out which resources were
developed and how to use them in parallel computing
courses. We do not consider as a teaching resource for
this search those resources of general use, such as presen-
tations, infrastructure, compilers, and basic development
environments. Despite their importance, these primary
resources are already widely used and are no longer the
focus of this research.

• RQ3: How is Parallel Computing content addressed in the
curricular structures of undergraduate computer courses?
We want to identify in RQ3 at what point in under-
graduate courses is parallel computing taught (Are the
students without prior knowledge in computing learning
parallel computing?), and if there are proposals to change
the curricular structures to fit the teaching of parallel
computing.

• RQ4: What content is taught in Parallel Computing
teaching? RQ4 aims to identify, if possible, which topics
are addressed in the classroom, such as parallelism theory
(complexity, performance evaluation, among others), en-
couragement to “parallel thinking” of students, parallel
algorithm projects and programming, use of different
parallel architectures, or infrastructure.

• RQ5: Do the proposals presented in the literature con-
sider the academic performance of students under quan-
titative or only qualitative aspects? RQ5 aims to show
whether proposals are evaluated quantitatively, consider-
ing the level of knowledge from students or qualitatively,
where students express their satisfaction and motivation
about the proposal.

• RQ6: What is the impact of the research developed on
the teaching of parallel computing? RQ6 uses as a metric
the number of citations of the selected papers, to identify
whether the research results contribute to the evolution of
knowledge and, thus, indirectly to the training of human
resources in parallel computing.

IV. PARALLEL COMPUTING TEACHING: SCENERY AND

TRENDS

Figure 1 presents a time view of the publications selected
between 1989 and 2019, where it is possible to see that the
number of publications since 2010 has increased significantly
and has remained at a higher level since then. Despite fluctu-
ations in some years such as 2014, 2015, and 2018 (2019 was
still in progress when this research was carried out), it is clear
that there is an interest in the community in disseminating its
research results in parallel computing education.

The publications selected in Phase III were analyzed and
grouped into five categories (see Table III), all related to the
research sub-questions already presented. The categories are:



Fig. 1. Amount of works published per year

• Teaching Methodologies and Techniques: This category
brings publications that address methodologies (such as
traditional and active) and teaching techniques (such as
collaborative and based on problem solving), associated
courses or disciplines that address parallel computing.

• Resources: This category groups publications that pro-
pose or describe the use of teaching resources in parallel
computing. We do not include in this category publi-
cations that address the use of consolidated resources,
such as slides or the gcc compiler for C programs. The
resources found were classified according to their nature
or objective, such as: hardware/software, use as a graphic
tool, use of programming standards, online availability
or intended for automatic code correction in challenges
(auto-grading).

• Curricular Structures: We grouped papers in this cat-
egory that discuss the different aspects of parallel com-
puting teaching in undergraduate computer courses. This
grouping allows us to verify issues such as the anticipa-
tion of teaching parallel computing for students entering
computer courses.

• Teaching Focus/Contents Studied: This category groups
publications by the content covered in the teaching of
parallel computing. To avoid an explosion of items here,
we chose to analyze aggregating topics such as parallel
programming, computer architecture, and the develop-
ment of parallel thinking.

• Evaluation of proposals: Publications usually present
some type of evaluation of their proposals. Some pub-
lications carry out quantitative assessments, considering
metrics such as student learning scores. Other works, on
the other hand, carry out qualitative assessments based on
metrics such as the degree of satisfaction and motivation,
of teachers and students.

Performing a direct analysis of the literature, it is observed
that most of the publications analyzed (84%, without replica-
tions) address teaching methods and techniques in disciplines
or courses in Parallel Computing [4], [13]–[15].

The use of the traditional teaching method is predominant

TABLE III
TABLE DESCRIBING CATEGORIES, MAIN FEATURES, AMOUNT OF

PUBLICATIONS HAVING SUCH FEATURE, AND PERCENTAGE OF THEM IN

RELATION TO TOTAL OF PAPERS SELECTED IN PHASE III.

Categories Main Features Amount %

Teaching
methodologies
and techniques

Traditional Learning 70 74.5%

Project/Problem Based 4 4.3%

Gamification 4 4.3%

Collaborative Learning 3 3.2

Educational
Resources

Software 39 41.5%

Hardware 3 3.2%

Curricular
Structures

Changes/Proposal of New Grades 77 81.9%

Beginners/Without Prior
Knowledge

17 18.1%

Teaching Focus

Programming 92 97.9%

Architecture 5 5.3%

Parallel Thinking 5 5.3%

Proposal
Evaluation

Previous Theoretical Knowledge 5 5.32%

Objective 18 19.2%

Subjective 76 80.9%

(74.5% of the publications found), although there is a consen-
sus in the community about the need to improve the teaching
practices of this subject in computing courses, due to the
importance and growth of the use of parallel computing in the
labor market [16], [17]. We found a total of 70 papers (74.5%
of selected publications) that address either improvements to
the traditional teaching method or alternatives to this method.

Four works fully implement the PBL (Problem or Project
Based Learning) methodology in a parallel computing disci-
pline. Bernabé et al. [18] presented its course based on matrix
factoring, where students develop different versions of this
problem using different libraries and parallel programming
models. The course presented in Cuenca and Giménez [19] is
also another example that follows the problem-based method-
ology, offering the concepts of parallelism and applying them
immediately, with a more challenging problem being presented
after the correction of the first problems.

Lupo et al. [5] use Project Based Learning and Collaborative
Education, where two classes are joined: the first of them of
computer graphics, focused on advanced rendering, and the
other of fundamentals of parallel computing. The projects are
assigned to students who work in groups to consolidate the
knowledge from both disciplines. The students of the parallel
computing discipline showed an improvement in learning and
were also able to learn another area of computing with the
formed groups. In Manogaran [15] another discipline based
on PBL and Collaborative Education is presented, making a
comparison with the traditional teaching methodology.

In addition to these works with PBL, another 13 publications
use problem solving as a modification of the traditional teach-
ing method. De Freitas [20] and Zakharova and Zakharov [21],
for example, showed learning results based on the development
of research projects by students during the course.

We found three papers with collaborative teaching, repre-



senting only 3.7% of publications in teaching methodology.
Pfundt et al. [22], for example, introduced a three-module
course with a collaborative teaching approach based on a
project, whose final product is an intelligent camera using
heterogeneous architectures. The concepts of each module
contribute to the construction of the camera. In the end, the
authors suggest the use of similar teaching methodologies for
heterogeneous parallel architectures.

The use of gamification in the teaching of parallel comput-
ing is described in four papers. Kitchen et al. [23] showed
the use of games in the classroom for teaching parallel
programming. Fresno et al. [24] and Popović et al. [25] applied
a similar methodology, using software tools to assist teaching.
Valls-Vargas et al [26] present a tool to offer automation of
the generation of the proposed challenges.

Educational software resources were presented and used in
39 analyzed papers. Only 03 publications address educational
resources focused on hardware. The proposed resources have
different objectives, but the proposals that support the visu-
alization of the execution of parallel programs, such as the
ThreadMentor and ConcurrentMentor tools, stand out [27],
[28]. These tools assist in learning content such as thread
execution and communication and synchronization primitives.
Another proposal with this objective is demonstrated in Ferner
et al. [29], where compiler directives are used to indicate how
a sequential program could be parallelized.

The tool titled Let’s HPC allows the comparison of execu-
tion times of several parallel solutions to classic computing
problems, such as linear algebra and graph algorithms [30]. It
is possible to configure the machines used and the problems
solved, providing the user with results of metrics such as
speedup and efficiency.

OnRAMP is another teaching tool that aims to lower the
entry barrier for parallel and distributed computing, caused by
the use of different architectures [31]. It simplifies the use
of servers and clusters, made available by the teacher to the
students, through an interface that encapsulates the details of
the execution platform, reducing the need to configure it.

Two initiatives presented the use of software tools for auto-
grading the codes developed by students during the teach-
ing of parallel programming. Almeida et al. [32] show the
experiences acquired with the Spanish parallel programming
marathon, using the tools and problems developed for the
marathon in a parallel programming course [33].

Habanero-Java library (HJlib) is an implementation of the
Habanero-Java pedagogical language for teaching parallel pro-
gramming, with a focus on usability and security of program-
ming [34]. Aziz et al. [35] showed a software to classify
code submitted by students automatically, through threads, and
synchronization mechanisms in Java with HJlib. Such analysis
aims to provide feedback to students quickly, facilitating the
learning of concurrent/parallel programming in Java [36], [37].

We identified 15 papers that use code patterns for teaching
parallel programming. In these cases, students apply code
standards as a basis for developing assigned tasks.

Carro et al. [38] introduced communication and synchro-
nization models between processes to present the contents
independently to the programming languages. According to
the authors, the results are positive regarding the occurrence
of errors in the implemented codes.

Adams et al. [39] showed examples of strategies for parallel
implementations and applies them to real problems, to improve
students’ understanding of the development of their codes.
Adams [40] demonstrated a collection of simple programs
for teaching parallel computing concepts, resulting in an
improvement in student learning.

Following the idea of deepening the teaching of parallel
architectures, two works showed the use of Raspberry Pi and
Parallella boards as teaching tools at low cost and with the
possibility of showing different aspects of the infrastructure
necessary for this type of computing. [41], [42]. Bui et
al. [43] presented three undergraduate research projects for
animation rendering, photo processing, and image transcoding
with support of distributed computing clusters. The main result
of this paper is the development of skills in high performance
and high throughput computing in students.

The analysis of the papers provided an overview of the im-
plementation of parallel computing courses in undergraduate
computing courses. Altogether, we found 77 publications that
present a course proposal or their first experiences. In some of
these papers, there is a low demand on the part of students and
a concern on the part of educators to improve motivation for
student participation [1], [18]. To this goal, some initiatives
propose alternative models of curricula or changes to more
traditional ones. In general, the authors state that students
have improved learning with such proposals, although it is
not common to disclose students’ performances in papers.

The most recent studies are based on the curriculum recom-
mendations developed by the IEEE/ACM 2013 [7], [31], [44],
[45]. Previous versions of this document distributed the topics
on parallelism among the other Knowledge Areas (KA) [6].
However, the 2013 version of this document describes Parallel
and Distributed Computing (PD) as a new KA that requires
greater teaching coverage on its topics.

Experiences with courses already consolidated can help
the proposal and implementation of new strategies. Sakel-
lariou [17] presented well the experiences of planning and
teaching a parallel computing course for a decade; it is a useful
reference for a new course. Brown et al. [16] show the results
of months of discussions between professors and professionals
in the field on the adaptation of a computing course for the
insertion of parallel computing, together with strategies and
justifications to achieve this objective.

There is a community concern to anticipate the teaching of
parallel computing, with 17 papers recommending or applying
teaching to students with little or no prior knowledge in
sequential programming or other fundamentals of computing.
Rague [46] and Ghafoor et al. [47] are just two of these papers
that discuss such an approach for students entering computing.

The authors reported the teaching of parallel programming
in 92 of the analyzed papers (97.9% of the selected) and only



05 papers described the teaching of some aspect of hardware
(some publications report the teaching of both).

The four programming models with the most usage reports
are OpenMP, MPI, CUDA, and JAVA, respectively with 33,
27, 19, and 9 publications. Other programming models, such
as those related to PThreads, OpenCL, C++, C#, Map Reduce,
and Haskell, were also described in the papers, although in a
smaller amount [48]–[51].

The use of different parallel architectures, such as multi-
core processors, computer clusters, many-core processors,
and vector processors, affect the development of parallel
solutions [52]. Such architectures impact the communication
and synchronization, granularity of processes or threads, load
balancing, among many other factors. Even with this reality,
the architecture of parallel computers is poorly studied in
parallel computing disciplines or in specific disciplines, such
as Organization and Computer Architectures [52], [53].

Ernst [53] and Bunde et al. [52] highlight the little impor-
tance given to architectures in parallel computing courses and
present their experiences with the study of GPU architecture
to prepare students for the parallel programming learning.

Among the initiatives for teaching parallel computing, the
works that develop students’ parallel thinking also stand out.
Teaching focused on parallel thinking is usually employed in
the early stages of computer education, as students are now
setting their standards for program development. The teaching
of parallelism at this stage of learning allows students to
naturally identify the parallel aspects of the problems they
will solve, allowing for the development of optimized codes
focused on high-performance computing [46].

Some proposals distribute the concepts of parallel program-
ming through the computer science course, with the most basic
concepts of parallelism being presented right at the beginning
of the course, as an extension of sequential programming, thus
allowing students to develop parallel thinking more smoothly
in their algorithms [54].

Some works seek to understand students’ prior theoretical
knowledge about parallel computing. Libert and Vanhoof [55]
and Feldhausen et al. [1] analyzed previous knowledge about
parallelism in secondary/high school students, generating use-
ful knowledge for the implementation of parallel computing
disciplines for undergraduate students. Similar research was
carried out by Rague [46] and Lammers and Brown [56],
redirecting the focus to undergraduate students.

Raj and Jha [57] looked to understand the influence of
student performance in introductory, theoretical, and com-
puter system-related disciplines with performance in parallel
programming disciplines. This research has shown that these
disciplines have an impact on future performance in parallel
programming, indicating the possible areas where the concepts
of parallel computing are most affected.

As a way of verifying the effectiveness of the presented pro-
posals, 18 papers considering the students’ performance as a
metric to evaluate the objective of their experiences. Burtscher
et al. [44] and Shamsi et al. [58] are examples of works that
use this method to evaluate the disciplines described. However,

the most common way to verify the proposals existent in the
selected papers was through subjective evaluations, with 76
publications considering this type of evaluation. Subjective
evaluations are usually carried out by applying questionnaires
to students, obtaining answers on motivation, perception of
learning, assessment of the use of tools, and on the methods
used [15], [18], [19].

V. DISCUSSION

We believe that the increased interest of the scientific
community in the teaching of parallel computing (see Figure
1), is due to the need for professionals with skills and
competencies to develop solutions for the current multi and
manycore heterogeneous processors. This demand for profes-
sionals is growing since the development of parallel solutions
is no longer restricted to research centers, being requested in
different commercial, industrial and financial areas, given the
large volume of data handled in these sectors of the economy.

The literature in the area shows that the scientific commu-
nity is active about teaching practices in Parallel Computing.
This proactive stance of the community is in line with the
recommendations of the IEEE/ACM [7].

The literature reports classes inspired by the use of problems
or projects for teaching parallel programming. However, few
works implement PBL.

Like PBL, a few works also implement Collaborative
Learning (CL) or Gamification in teaching. Lupo et al. [5]
show that CL is efficient by combining classes with
different objectives, in addition to also applying PBL. Such
methodologies (PBL, TBL, CL, and Gamification) have been
presented in a small number of studies, but with positive
experiences, which suggests that there is room for growth for
their use with the possibility of success.

RQ1: What educational methodologies and techniques
apply to the teaching of parallel computing?

The analyzed papers present different methodologies and
techniques for parallel computing classes. However, the
possible teaching methodologies and techniques such as
flipped classroom, PBL or TBL, are not yet appropriately
applied (with depth and breadth). Today, it is still common
to use the traditional teaching method with some adaptations.
There is a gap here between the theory and the practice for
teaching methodologies and techniques in parallel computing.

RQ2: What educational resources have been applied
to the teaching of parallel computing?

The analyzed literature shows that there are different educa-
tional resources proposed and being used. Among the software
tools presented, we highlighted those that indicate the regions
of the sequential code with the most significant potential for
parallelization, helping students in the development of the
parallel solution.

We also highlighted the tools that allow visualizing the
functioning of parallel programs and performance metrics on



the parallel execution of these programs, improving students’
understanding of the concepts of parallelism.

There is a tendency to make resources available online, both
for students in the classroom and remote courses. Following
this trend, tools for automatic correction of parallel programs
are presented, as well as software for programming marathons,
with two successful experiences.

The analyzed papers present a reasonable variety of edu-
cational resources such as ThreadMentor, Habanero, and On-
Ramp, showing an interest of the community in reducing the
complexity of teaching parallel computing through automation
or computational support to the teaching of the area.

Despite the diversity of resources shown in the selected
literature, their use is generally limited to the groups that
developed them. It is also common to offer these resources,
followed by their application, still in the same paper or in
subsequent works by the same authors. There is a lack of
impact on the resources produced in the area.

RQ3: How is Parallel Computing content addressed
in the curricular structures of computer courses?

The publications present several computing courses that
include the teaching of parallel computing, both in new disci-
plines and in reformulations of already established disciplines.

Publications in the area show that there is a concern
with students’ motivation to study parallel computing. Some
initiatives aim to increase interest in improving the knowledge
of future professionals.

Following this line, the recommendation to distribute
the concepts of parallel computing throughout the course
is made and implemented in some papers, with works
recommending the teaching of these concepts in the first
years of undergraduate courses. This seems to be a strong
trend in the area.

RQ4: What content is taught in Parallel Computing?
The selected papers showed several initiatives related to

teaching programming. Despite the emphasis on programming,
even due to the search, initiatives were observed to use a
simpler and didactic hardware infrastructure for students.

Regarding the programming models adopted, there is a
predominance of the use of OpenMP, MPI, and CUDA in the
courses presented, with the appearance of alternatives based
on Java among others.

In order to facilitate students’ future learning in the disci-
plines that deal with parallel programming, some initiatives
introduce concepts of parallelism in courses in architecture
and computer organization.

Another concern with the teaching of parallel computing
is the development of parallel thinking in students, intending
to improve understanding and design parallel solutions. This
practice shows that it is a tendency in the area and, by focusing
on conceptual aspects, has the potential to produce substantial
positive impacts on the training of future professionals who
will develop solutions with parallel computing.

The use of examples and programming patterns proved to
be a good alternative for teaching basic concepts of parallel
programming. This approach offers a good abstraction to
acquire the concepts easily. The papers that demonstrated the
use or new resources of this approach are recent, opening
space for original contributions.

RQ5: Do the proposals presented in the literature
consider the academic performance of students under
quantitative or only qualitative aspects?

We noticed that practically all the works carry out some
type of evaluation of its proposal, as expected. Most of
these works, however, make this assessment subjectively,
considering motivation and degree of satisfaction of students
and teachers about learning and teaching. Other works, in
smaller quantities, evaluate their results more quantitatively
and objectively, analyzing the students’ performance and
comparing these results with other editions of the course,
for example. We understand that objective and subjective
assessments are complementary and should coexist. The lack
of these evaluations makes it difficult for third parties to use
the proposals in the future.

RQ6: What is the impact of the research developed on
the teaching of parallel computing?

It is possible to estimate the impact and relevance of the 94
papers by the citations to the selected publications. The select
papers have a total of 548 citations until the development of
this research, in the second half of 2019, with an average
of 5.8 citations per paper. Some of these works stand out
for receiving a higher number of citations, such as [34],
which presents a parallel programming framework in Java and
currently has 63 citations.

The citations also show a community interest in better
organizing the teaching of parallel computing, observing the
citations to the works of Brown et al. [16] and Torbert et
al. [59]. These works provide data and proposals for the
implementation of courses and there are, respectively, 23 and
30 citations for these papers, values well above the general
average of citations (Figure 2).

VI. THREATS TO VALIDITY

We researched by papers following the protocol of a sys-
tematic mapping [8]. However, some threats to the validity of
this process still can be present.

We can highlight three possible threats to this work. In
the first one, researchers can insert a bias when they analyze
the publications. For the second, access to some scientific
databases can be restricted, and such fact can prevent us from
getting some papers. The third threat is a possible incorrect
classification of the selected papers. We tried to minimize these
threats by taking the following actions.

We reduced the risk of the researcher´s bias (first threat), by
defining inclusion and exclusion criteria in the protocol. Four
researchers involved in the study set these criteria to verify the
application of them. We mitigate the impact of limited accesses



Fig. 2. Amount of citations per paper and average of citations (red line).

to databases (second threat), by asking for the full publication
to the university physical library and, if necessary, to the
paper´s authors. The possibility of incorrect classification of
the selected papers (third threat), was reduced in two ways.
First, we used a form to organize the data extracted from
publications. Second, the classification of the papers was made
by four different researchers.

VII. CONCLUDING REMARKS

We analyzed the publications related to the teaching of
parallel computing in undergraduate courses of computing
from 1989 to 2019. Our search string gathered 819 distinct
papers and we selected 94 of them, considering a systematic
mapping with inclusion and exclusion criteria.

There is a growing number of publications in the last ten
years in this area (from 2010), which contribute positively
to the learning of future professionals in computing. The
analyzed papers have a still low number of citations, with some
standing out concerning teaching strategies and frameworks
that facilitate the dynamics of teaching and learning.

Teaching methodologies appear in 79 papers of 94, but
the traditional methodology still is the most used: 70 papers
cited its use. Options to insert parallel computing teaching
in curricular structures appear in 82% of the papers, which
adhere to the IEEE/ACM 2013 Curricula [7]. There is a small
number of students in parallel computing courses, a concern
of different authors. The parallel computing contents focus
mostly on parallel software development (98%), with some
proposals of stimulating parallel thinking (5%). Around 80%
of the papers presenting proposals with subjective validations,
taking into account aspects as perception and motivation.

Educational resources are also reported, being the software-
resource responsible for 94% of them. The main examples
of software-resources related in the selected papers are tools
for visualization/functioning of parallelism, online tools, and
programming marathons.

Despite the several studies regarding the teaching of parallel
computing, our results show that is necessary more research
in this area. Among the methods and techniques presented,
for example, are imperative new studies about theoretical and

practical classes with problem/project based learning, collab-
orative teaching (TBL and by pairs), gamification, flipped
classrooms, and others.

Although there are different proposals for computational
resources, they are cited basically by the groups that developed
them. We did not also find initiatives as intelligent tutors in
parallel computing. Many proposals emphasize online courses,
which should receive more attention in the future.

Computer Science and Computer Engineering Curricula
are tending to spread and anticipate the parallel computing
syllabus, allowing them to expose students to parallel thinking
already at the beginning of their studies. We did not find
the description of the teaching of topics as performance
evaluation, testing of parallel programs, and security in the
context of parallel computing.

The assessments described in the papers, contrary to ex-
pectations, do not present evaluations made by students about
technical content learned with the course. The development of
tools to automate continuous assessments with quick feedback
could guide the student´s learning more effectively.
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